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PREFACE

- This report describes the work completed during the first year of a

three-year investigation 4into the feasibility of wusing in-situ

i observatione of the ionosphere from the DMSP SSIES sensors to

calculate parameters which characterize ionospheric scintillation

' affects, This work is part of a larger effort with an overall

N objective of providing the USAF Air Weather Service with the

" capability of observing ionospheric scintillations, and the plasma

density irregularities which cause the scintillations, in near real-

) time and updating models of ionospheric scintillation with these
0 obgaervations.
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1. INTRODUCTION

Many modern military systems used for communications, command and
control, navigation, and surveillance depend on reliable and
relatively nolge-free transmission of radiowave signals through the
earth's ionospherse, Small-scale irregularities 1in the 4onospheric
- densgity can cause severe distortion, known as radiowave scintillation, -

of both the amplitude and phase of these signals. A basic tool used
in estimating these effects on systems is a computer program, WBMOD,
hbased on a single-scatter phase-screen propagation model and a number
of empirical models of the global morphology of icnospheric density
irregularities, An inherent weakness of WBMOD is that the
irregularity models provide median estimates for parameters with large
dynamic ranges, which can lead to large under- and over-estimation of
the affects of the ionosphoric irregularities on a system.

One solution to¢ this problem, at 1least for near real-time
estimates, is  to update the WBMOD dirregularity models with
observations of the various parameters modeled. One proposed source

| for these observations is from the in situ plasma density monitor to

| be flown on the Defense Meteorology Satellite Program (DMSP)

} satellites. This study is deslgned to assess the applicability of

] this data set to real-time updates of the WBMOD models. There are two

primary objectives:

* (1) Develop and refine techniques for generating estimates of

parameters which characterize ionospheric scintillation from in situ

observations of the ionospheric plasma from the DMSP SSIES sensors. 3
(2) Determine if the parameters calculated from the SSIES data

! can  be used to determine the scintillation effects on a

{ transionospheric radiowave signal.

This report describes the results obtained during the first year

i of the study. The focus during this year was on developina the
techniques to be used for calculating scintillation parameters from

the SSIES data and making determinations of the uncertainties involved .
in these calculations.
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2. BACKGROUND )
A

The propagation model used in the WBMOD program (based on weak-
scatter phase-screen theoryl'!) characterizes the ionospheric electron
density irregularities which cause scintillation via eight independent
parametersi®: N

(1) The irregularity axial ratio along the direction of the ’
ambient geomagnatic field, a. 3

(2) The irregularity axial ratio perpendicular to the direction i
of the ambient geomagnetic field, b. !

(3) The angle betwenn sheat-like irregularity structures and
geomagnetic L shells, 4.

(4) The height of the equivalent phase screen above the earth's
surface, hp.

(§) The In situ irreqularity drift velocity, v4.

(6) The outer scale of the irregularity spectrum, wg.

(7) The slope of a power-law digtribution which describes the
one-dimensional pover density spectrum (PDS) of the irregularities, (.

-

{ BB v el -

(8) The height-inteyrated strength parameter, CyL. "

The first three parameters (a, b, and 6) and the direction of the 5
ambient geomagnetic field spacify the propagation geometry, while the $
N3

last three (wng, q, and CylL) specify the spec’ral characteristics of F
the irregularities. ]

It may be possible to obtain astimates for the values of three of
these parameters from the DMSP SSIES sensors: vy (from the SSIES ion
Drift Meter (DM)), and q and CyL (from the SSIES ion Saintillation .
Meter (SM)). In this study, we will focus on the astimation of CyL :*
from this data set and consider ¢ and vg4 only in terms of the effects By
of uncertainties in these parameters on the estimates of CylL. Of the o
elght parameters, Cxl varies the most as a function of location and

time, and has the most profound effect of the accuracy of estimates of 32
scintillation levels made by the WBMOD model. AR
3

In the phase-screen propagation theory used in WBMOD,P the I p
parameter is actually the product of two parameters: Cp, the three .;
o
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dimensional spectral "strength" of the electron density irregularities
at a scale size of 1000km (related to the structure constant used in
classical turbulence theory); and L, the thickness of the irregularity
layer'® The models in WBMOD were obtained from analysis of phase
scintillation data from the WIDEBAND and HilLat satellites, which will
provide estimates of the height-integrated value of CyL rather than
independent measures of C), and L. Because of this, the model was
developed for CyL rather than for C) and L separately.

The calculation of an estimate of the CyL parameter from topside
In situ ion density obsgervations requires two operations. First, an
estimate of Cy at the satellite altitude is made from a finite-length
time series of density measurements. Second, the estimate of C, is
converted to an estimate of CyL in some fashion which will account for
both the thickness of the irregularity layer and the variation of Cy,
or ¢ANy?>, within the layer.

The data set from which the estimates of these parameters are to
be obtained will be collected by three instruments in the DMSP SSIES
(Special Sensor for 1Ions, Electrons, and Scintillation) sensor
package. This data set will contain <the following in situ
observations:

(1) High time-resolution (24 samples/sec) measurements of the ion
density and measurements of the ion dansity irregularity PDS at high
fluctuating frequencies from the ion Scintillation Meter (SM).B

(2) Measurements of the horizontal and vertical cross-track ion
drift velocities from the ion Drift Mater (DM).[

(3) Measurements of the ion and electron temperatures, the
densities of O+ and the dominant 1light ion (H+ or He+), and the
horizontal ram ion drift velocity from the ion Retarding Potential
Analyzer (RPA).l

* The cited reference develops the theory in terms of an earlier

definition of the strength parameter, C;, which is defined at a scale
size of 27 meters. It is related to Cyp via Cy = (2r/1000)9%2 Cy.
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The basic data of this set is the high time-resoclution density data i
from the SM wnhich will be used to generate estimates of the
irragularity PDS. The drift velocity measurements from the DM and RPA
will be used in calculating an estimate of Cy from parameters obtained

from the PDS, and the other measurements from the RPA will be used in
calculating CyL from Cy.

’
e e ey

The project is divided into two phases. In the first phase,
techniques for calculating estimates of CyL from the SSIES data set
will be developed, and parametric studies will be conducted to
determine the uncertainties in the final CyL estimates due to
uncertainties in the parameters and procedures used to calculate the
estimates. There will be no DMSP SSIES data available during this

phase, as the first is due to be launched in mid-1987, so0 these
studies will be made using other data sources.

Tr e W

70 @ = $ Ty

The sacond phase, which will begin after the scheduled DMSP
launch, will focus on how well these techniques work. There will be
two investigations conducted during this phase: (1) an analysis of CyL \
values calculated for selected DMSP orbits, and (2) an assessment of
the validity of the basic assumptions made in order to calculate an
estimate of CpL from a Cy measurement made at an altitude of 830km. f
The correrstone of the second investigation is planned to be at least |
one coincident measurement campaign during which ionospheric profile
data from an incoherent radar, phase scintillation data from a ]

e W W

satellite beacon, and In situ lon-density irregularity observations N,
near the F2 peak would be collected in near-coincidence (time and #
location) with a DMSP orbit. X
]
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3. PARAMETRIC STUDIES: UNCERTAINTIES IN Cj

The objective of the £first set of parametric studies was to
determine the level of uncertainty in estimates of Cx from several !
sources. Three studies were conducted: (1) an investigation of (
uncertainties in Cyp calculated from T; and q due to uncertainties in '
Ty and q, (2) an investigation of uncertainties in Cp calculated from
<ANe2) dus to uncertainties in the ~zutcff frequenc, fc: and q, and
(3) an investigation of uncertainties in Cp due to uncertainties in
the effective satellite velocity, Vp* J
3.1 Calculation of Cy

According to phase-screen theory,ll an estimate for C) can be
calcuiated from an in sJdtu measurement of the ionospheric electron !

..dengity from *
103\d~1 :

Cy = 5.0x108 qf -— T, (1] :

Vp ;

where g and T, are the slopre and intercept of a log-linear fit to the )
Pover Density Spectrum (PDS) of the data sample, and Vp is the X
effective velocity of the satellite with respect to the ]
irreqularities. This last parameter is defined in a coordinate system

defined by the irregularities and is given by J

vp = vT

fto

v [2] 1

where v 1is the vector velocity of the satellite and C is a h
transformation matrix derived from a generalized irregularity model.l®

Equation [1] c¢an also be written in terms of the variance of the !
electron density irreqularities, <AN. %>, as ‘
103¢,\ 9°! -
Cp = 2.5x108 qlg-1| — (BN, 2> [3] |

Vp
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where f. is a low-frequency cutoff set by whatever detrending process
was used in calculating <AN.2>, which establishes the largest scale
sizes included in the variance. In this c¢ontext, "detrending"
includes all processing done to the data prior to calculation of the -
variance, including selection of a finite-length data set.

3.2 Uncertainties in Cp Calculated from T, and q

The effects of various processing techniques which are used in
calculating the PDS were investigated using both simulated data sets
with known spectral characteristics and actual observations of
ionospheric irregularities. ‘The purpose of this study was to
determine the optimum analysis methodology for obtaining estimates of
the power-law parameters q and Ty for use in calculating Cke This
study is similar to a recent study of the relative merits of deriving
estimates of the PDS from FFTs and from the Maximum Entropy Method
(MEM),[® but this etudy will focus solely on the FFT method and will
include the effects of the various processing methods on the strength
parameter, T,, as well as on the slope parameter, q.

There is currently no set of data from a DMSP SSIES sensor as the
first of these is scheduled to be on DMSP satellite F8, due for launch
in mid-1987,. Two types of data sets were used in these parametric
studies: (1) simulated density-data sets constructed with known power
density spectra, and (2) a sample of phase scintillation data taken
from the DNA WIDEBAND satellite experiment, Details on the
construction of the simulated data sets and on the WIDEBAND phase
scintillation data are given in Appendix A to this report.

All realizations for edch of the data sets, simulated and real,
vere processed in the following manner:

1. The AN data from the simulation data sets were converted to

simulated plasma density samples using a T, of 10'® and a mean density .
value of 103 el/cm3. Optionally, the low-frequency trend terms are
added on.

-
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2. The plasma density sample (512 points) is then detrended
using one of three detrenders (linear trend removal (LDET), quadratic
trend removal (QDET), or end-matching a removal of the residual mean
{EMMR) ).

3. The detrended data are then windowed using one of eleven
windows (a rectangular window (esgsentially no window) or one of ten
split-bell cosine windows ranging from a 10% taper to a 100% taper).

4. An estimate of the PDS of the sample is obtained from an FFT
of the windowed, detrended data.

5. The PDS is optionally smoocthed using one of four moving,
centered smoothing functions using binomisl weights (3-, 5-, 7-, or 9-
point smoothing).

6. Estimates of T. and q are obtained from a log-linear fit to
the PDS over the frequency range 0.2 to 7.0 Hz.

The results of this processing for each realization (T4, q, and
; <AN32>‘/2 at various steps in the processing) are stored in an
"analysis data base for further reduction. A total of 132 analyses (3
detrenders x 11 windows x 4 smoothers) are stored in the analysis data
base for each realization., Figure ! shows an example of the results
from an analysis of the maximum-leakage simulation using the quadratic
detrender, a 30% cosine window, and a 3-point gmoother. The upper
plot shows the difference between the measured slope (gq) and the ¢
value used to generate the data set (qo), and tha lower plot is the
log-difference between the measured strength (T,) and the T, value
used in the generation (10'6). Both are plotted as a function of q,.

The effects of windowing and smoothing on the analysis of the

K maximum-leakage simulation data set can be seen in Figure 2. These
i plots show the variation of Aq (g - qg) and Alog (Ty) - 16.0) as a
' function of percent window taper for the non-smoothed case and for
each of the four smoothers. The low-frequency terms were added to all

; data sets, and all were detrended using a quadratic detrender. Each
' data point is the average from all 66 realizations for that parameter
a and processing case. The most striking effect shown in these plots is
| the systematic loss in spectral power (as measured by Ty) caused by
windowing the data and the recovery of this loss via the smoothing
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Figure 1, Sample analysis results for quadratic detrend, 30% window, and ﬁ

3-point smoothing.
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Figure 2. Effects of windowing and smoothing on data from the maximum-leakage .

simulation. A1l data sets were detrended with a quadratic detrender.
Numbers indicate the number of points in the smoother. .,
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process. It was expected that the effects of windowing and spectral
smoothing would be inter-related, as windowing in the time domain is
equivalent to smoothing in the frequency domain, but the 1loss of
accuracy in T, due to windowing and the gain due to smoothing was
completely unexpected. There is also a gain in terms of reduction of S ¢
variance due to the smoothing. Figures 3 and 4 show the variation of
Aq and Alog(Ty) for the unsmoothed and the smoothed (3-point
smoother) cases. The vertical bars indicate the standard deviation
(s) of the 66 analyses in each case. The variance (o?) within all
cases has been reduced by roughly a factor of four for both Aq and
Alog (Ty). (Note: This analysis wvas repeated using the linear and N
end-match/mean-remove detrenders with the same results.) ¥

i I B )

o

.., -\ahﬁnﬂ -

Agide from this result, the general effect of increased severity

in the window was to decrease (though not necessarily improve) both w
Aq and Alog(T,), and the general etfect of smoothing was to increase &
(though not necessarily worsen) both. The gelection of an optimal h
choice of window severity and smoother size came down to a trade-off T
betveen accuracy of reproducing q or Ty. The final selection was to ﬁ
use a 30% cosine window and a 5-point smoother. Figure 5 is a similar $
plot to Figure 4 for the 5-point smoother showing the standard E
deviations for this case. :
Figure 6 indicates the effects of the three detrenders used in t
these tests. In both plots, the upper curve (labeled L) is from the
linear detrend, the next down is from the end-match/mean-remove f
detrend (E), and the lower curve from the quadratic detrend (Q). As ]
can be seen, there 1is 1little difference between the three, }
particularly for the more severe windows, For the 30% window, the s
quadratic detrend case is slightly better that the other two, and the e
variance is also slightly better for the quadratic detrend. i:
)
The main difficulty in performing a similar analysis of the »
results of processing the Wideband data sample is in determining what ﬁ
"truth" is in terms of q and T, for each 512-point data set. For the ;‘
purposes of this study, it was decided to define truth as the results fﬂ

obtained from the processing procedure selected in the simulation
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Figure 3. Mean and standard deviation variation with window severity for
non-smoothed case,
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Figure 4. Mean and standard deviation variation with window severity for
3-point smoother case.
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Figure 5. Mean and standard deviation varfation with window severity for
5-point smoother case.
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Figure 6. Detrender effects from analysis of the maximum-leakage simulation by
data. A 5-point smoother was used in all cases. Zt
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study (quadratic detrend, 30% cosine window, 5-point smoother) and use '
these values for calculating Agq and Alog(T,). This will at least !
show whether the general effects found in the simulation study are
algo true for the cbserved data set.

.
-l
(s

Figure 7 shows plots of Aq and Alog (Ty) as functions of window
- sgeverity for each of the five smoothing cases for pass PF-52-47. The
same behavior is found in these plots as in Figure 2 for the simulated
data set, i.e., the loss/gain in Alog(T,) due to windowing/emoothing,
and the trends in Aq and Alog(T,) as functions of window severity and
smoother size. Note that both curves pass through zero for the 30%
cosine window and S5~point smoother as this was detined as "truth."
The variances for each data point for the various cases vere also
similar to those from the slmulated data set, although they were more
gtrongly a function of window and smoothing, since the base values of
q and log(T,) were defined in terms of the output from one of the
processing methods.

. '\’-'-. -
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The results of the detrender study for this data set are
presented in Figure 8. The fourth curve on these plots, labeled F, is
the remsults obtained using the low-pass filter detrender used in
generating the phase plots in Figure A-4. Since the quadratic
detrender vas used in defining the buse analysis values, the results
from these plots do not necessarily indicate that the quadratic
detrend results (curve () are better than those from the low-pass
tilter detrend, but they do indicate that the two methods provide
assentially the same results.

> -
-

]

Lo~ .

- m m_ ¥

Based on the results of processing both the simulated and
observed data sets, the processing method to be used in calculating !
estimates of q and T from the DMSP SSIES data sets is as follows: \
1. Detrend each 512-point data set by removing the quadratic
trend determined by a least-squares fit to the data set.

2. Window the detrended data using a 30% sgsplit-bell coslne p
window, ”
3. Calculate an estimate of the PDS from an FFT of the windowed, '
detrendaed data set. &
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Figure 7, Effects of windows and smoothing on data from pass PF-52-47., AN
data sets were detrended using a quadratic detrender. Numbers
indicate number of points in smont'er.
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Figure 8. Detrender effacts from analysis of data from pass PF-52-47. A

5-point smoother was used in all cases.
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4. Smooth the PDS estimate using a 5-point, centered smoother
with binomial weights.

5. Calcnlate estimates of q and T, from a log-linear fit to the
smoothed PDS over the frequency range 0.2 to 7.0 Hz.

The above processing was pertormed on the two simulated data i
‘ sets, each containing 66 data samples, and on a third data set .
containing 60 data samples equally divided among q values of 1.0, 2.0, )
and 3.0. The RM5 error in g for the 192 samples was 3.3% and the
error in T, was 6.7%. Table ! shows the variation of AC, (%) with g
and Vp calculated using Bquation [1] with these percent RMS errors in N
q and Ty. The ACyp values in the bottom row are weighted RMS values |
for each Vp calculated using the weights 1listed in the rightmost :
column. These welghts are generated from a gaussian function centered -
at. § = 1.8 with a 1/e-width of 0.6. This is done to simulate the
expectad distribution of q, and was taken from analyses of phase
scintillation data collected from the DNA HiLat sstellite. The
expected errors in Cy due to errors in the estimates of q and Ty range .
trom roughly 7% at low values of Vp to roughly 10% for high values. '

3.3 Uncertainties in Cy Calculated from <ANg2»

The alternative method for calculating an estimate of Cy from a
plasma density sample, employed in cases where the PDS is not

calculated from the density samples, uses the density

P
variancae, {
<AN2,,

The estimate of Cx 1s calculated using an Equation [3] in '
which q, the PDS power-law slope, is not observed but rather set to
some median value. As the shape of the underlying PDS for jonospheric R
density irregularities ig a red power-law, the variance for a given
data sample is very strongly dependent on both the slope ot the PDS
and the effects of detrending reflected in the cutoff frequency, t..
The purpose of the parametric study for this method 1is to determine
the magnitude of lnaccuracies introduced in Cx calculated using
Equation [3] due to uncertainties in the values used for fo and q.
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TABLE 1. Variation of AC, (%) with q and v

for Aq = 3.3% and

AT) = 6.7%. BDottom line is the weighted RMS AC, for
all q as a function of v
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Estimates for f, and the uncertainty in this parameter for the
quadratic, linear, and end-match detrenders were obtained by
calculating an effective f,, defined by

2T1 1/{q=-1)

tag & | —mm— (4] -
€ 7| (q-1)¢aNn2s

for each simulated realization and calculating the mean and variance

of the values obtained for each detrender. Thig provided the
following results:

Quadratic detrend: £, = 0.06 +-25%
Linear detrend: f., = 0.04 +-45%
End-match/mean remove: f, = 0.03 +-50%.

The value of f. for the low-pass filter detrender is essentially

determined by the cutoff frequency specified in constructing the
filter. For the sake of this study, we will define the detrender
cutoff frequency such that the detrend period, which is the reciprocal
of this frequency, is roughly one-half the sample interval. Since the
simulation data are set up to be 24 samples/second and the sample size
is 512 data points, the sample interval is 21.333... seconds. For
convenience, we will select a 10-second detrend interval which
provides f, = 0.10. It was difficult to determine a variance in £,
for this detrender using the simulated data sets because these data
ware constructed in such a way that the power is located at discrete
frequencies rather than spread across all frequencies. In the tests
run, however, the largest variances found were on the order of 3-4%,

An initially attractive feature of this method for calculating Cy
is that one need not calculate the PDS of the data sample if a mean
value of the PDS slope, q, could be used. In early simulations,
however, it became apparent that this could not be done. Even for the
best cases, assuming no error in f. or any other parameters, the
minimum RMS errors in Cy were on the order of 50%. The RMS error
increased to over 100% when realistic values for expected errors in

“as
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other parameters were used. It was decided, therefore, to assess the
level of errors to be expected from this method assuming that q is

measured with a level of accuracy established in earlier studies (+-
3.3%),

‘Tables 2a-¢ summarize the expected errors in Cyx using Equation 2
for the Fourier detrender (f4 = 0.10, Af, = 3.5%), the quadratic
detrender (f, = 0.06, Af, = 25%), and the 1linear and end-match
detrenders (f. = 0.35, Af, = 45%). The errors for the Fourier
detrender are comparable to those found for the Cy calculation method
using q and T, shown in Table 1, while the levels for the quadratic
and linear detrenders are factors of 2 and 4 larger, respectively.
[(Note: As with the results reported earlier for q and T,, these tables
do not include the effects of expected errors in vp.] The large
errore in the quadratic and linear detrender cases, reflected in the
large variances in the effective values for f., are due to the data-
dependent nature of the effects of these detrenders on the large-scale
features which dominate <AN2)>, In other words, the amount of low-
frequency power removed in the detrending process will depend on the
location of the extrema of the large-scale features in the data
sample. The Fourier detrender, which must be run on the entire data
set prior to selecting 512-point data samples for processing, is
designed to remove power only at frequencies below the specified
cutoff frequency and is not affected by the location of the extrema.

In summary, if this method is to be used for calculating Cx:, the
following rules should be followed:

a. The data should be detrended using a detrender which will
remove power at the larger scales in a predictable manner, such as the
Fourier detrender used in this study.

b. A power-density spectrum (PDS) should be constructed from each
data sample as described in Section 4.1 to obtain an estimate of the
spectral slope rather than using a mean value for q.

» If the data are processed in this fashion, the expected errors in
for this technique due to uncertainties in fo and q will be roughly 6-
9% for low values of vy and 12% for high values.
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TABLE 2a. Variation of Ack (%) with q and v, for the Fourier
datrender (f w0.10, Af_w3.5%) using Aq = 3.3%. The
bottom line is the weighted RMS AC, for all g as a

function of vp-

q Aq  cmemmmmeeeaaa e———— ACp  —mmmeeommmemneeeee Weight
1000. 2000. 3000. 4000. 5000. 6000. 7000. .
1.2 0.04 11.5 9.3 8.1 7.2 65 5.9 55 0.3679
1.3 0.04 6.4 4.1 2.8 1.9 1.4 1.2 1.3 0.49%
1.4 0.05 3.7 1.6 1. 2.2 2.9 3.5 4.0 0.6412
1.5 0.05 2.1 2.0 3.3 43 52 59 635 0.7788
1.6 0,05 1.8 3.5 50 62 7.1 7.9 8.6 0.8948
1.7 0.06 2.4 4.9 6.6 7.9 8.9 9.7 10.4 0.9726
1.8 0.06 3.3 6.2 8.0 9.4 10.5 11.3 12.1 1.0000
1.9 0.06 4.2 7.4 9.4 10,8 11.9 12.9 13.6 0.9726
2.0 0.07 5.2 8.5 10.6 12.2 13.3 14.3 15.2 0.8948
2.1 0.07 6.0 9.6 11.8 13.4 14.7 15.7 16.6 0.7788 :
2.2 0.07 6.9 10.7 13.0 14.7 16.0 17.1 18.1 0.6412 ‘
2.3 0.08 7.7 1.7 14.2 159 17.3 18.5 19.5 0.499 t
2.4 0.08 8.6 12.7 15.3 17.2 18.6 19.8 20.9 0.3679
5.3 7.4 9.0 10.3 11.3 12.1 12.8 RMS AC, 2

-~

TABLE 2b. Variation of AC, (%) with q and v, for the quadratic

detrender (f.«0.06, A£C-25X) ulgng Aq = 3.3%. The :

bottom 1ine s the weighted RMS AC, for all q as a v

function of v,. »

P 3

q Aq o ACp  —mmommmmmcnneens Weight ‘

1000. 2000. 3000. 4000. 5000. 6000. 700Q0. :

1.2 0.04 10.7 8.8 7.7 7.0 6.5 6.1 5.8 0.3679 ¢

1.3 0.04 7.8 6.7 6.4 6.3 6.4 6.5 6.7 0.4994 ‘A
1.4 0.08 8.5 8.4 8.7 9.0 9.4 9.7 10.0 0.6412
1.5 0.05 10.3 10.8 11.4 11.9 12.4 12.8 13.2 0.7788

1.6 0.05 12.5 13.3 14.1 14.7 15.3 15.7 16.2 0.8948 A
1.7 0.06 14.7 15.8 16.7 17.4 18.0 18.5 19.0 0.9726

1.8 0.06 17.0 18.2 19.2 20.0 20.7 21.2 21.7 1.0000 s

1.9 0.06 19.3 20.6 21.7 22.6 23.3 23.9 24.4 0.9726 :
2.0 0.07 21.% 23.0 24.2 25.1 25.9 26.6 27.1 0.8948

2.1 0.07 23.8 25.4 26.7 27.7 28.5 29.2 29.8 0.7788 "

2.2 0.07 26.0 27.8 29.2 30.2 1.1 31.9 32.5% 0.6412 h
2.3 0.08 28.3 30.3 31.7 2.8 33.8 4.6 35.3 0.4994

2.4 0.08 0.6 32.7 Ju.2 35.5 36.5 7.3 38.1 0.3679 '

18.6 19.8 20.8 21.6 22.2 22.8 23.3 RMS AC, !

"
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TABLE 2c. Variation of AC, (%) with q and v, for the linear
detrenders (£.,=0.035, Af =45%) using Aq = 3.3%. The
bottom line is the weighted RMS AC, for all q as a
function ot v,.

P
‘ 9 A e AQj ceevmmmmimccceccan Weight
) 1000. 2000. 3000. 4000. 5000. 6000. 7000.
1.2 0.04 11.5 10.1 9.4 9.0 8.8 3.6 8.5 0.3679
1.3 0.04 12.1 11.8 11.8 11.9 12.1 12.2 12.4 0.4994
- 1.4 0.05 15.4 15.6 16.0 16.3 16.6 16.8 17.1 0.6412
1.5 0.0% 19.2 19.7 20.2 20.6 20.9 21.3 21.5 0.7788
1.6 0.08 22.9 23.6 24.2 24.7 25.1 25.5 25.8 0.8948
1 1.7 0.06 26.7 27.6 28.2 28.8 29.3 29.7 30.0 0.9726
1.8 0.06 30.4 3l.4 32.2 32.8 33.4 33.8 34.2 1.0000
1.9 0.06 34.2 35.3 36.2 36.9 37.5% 38.0 38.4 0.9726
2.0 0.07 37.9 39.2 40.2 41.0 41.6 4w2.2 42.7 0.8948
2.1 0.07 41.7 43.2 44.3 45.1 48.8 46. 4 47.0 0.7788
2.2 0.07 45.6 47.2 48. 4 49.4 50.1 50.8 51.4 0.6412
2.3 0.08 49.5% 81.4 52.7 83.7 84.6 8%.3 86.0 0.499¢4
2.4 0.08 53.6 58.6 87.0 58.2 59.1 60.0 60.7 0.3679 X
- e - Yt e S P o o o o A G e D T G T WD G s G N WS W b8 ¢
32.9 339 3.8 5.4 36.0 36.5% 36.9 RMS ACk .+
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3.4 Uncertainties in Cx Due to Uncertainties in vp

The final part of this parametric study is aimed at determining
the expected errors in estimating Vp and the effects of these errors
on estimates of Cp. This parameter is a function of (1) the satellite
velocity vector, which is well determined; (2) the orientation of the
geomagnetic tield at the =satellite, which can be fairly well
determined from standard models of the geomagnetic field, (3) the
velocity of the irregularities with respect to the satellite, which
can be measured or taken from a model; and (4) the axial ratios of
the irregularities and their orientation with respect to the
geomaghetic field, which cannot be extracted from the satellite data ’
set and must be obtained from models which are still in their early
evolutionary stages. This study will focus on the effects of errors |
in the measured/modeled drift velocity and in the modeled axial ratios \
on vp, and the effects of these errors on Cy.

Figure 9 1s a scatter plot of Vp Ve. apex (magnetic) latitude
calculated for 28 simulated DMSP orbits, 14 of them with the local
time of ascending node at 0600 and 14 at 1000, The IGRF80 model was
used to obtain parameters pertaining to the the geomagnetic field, and
modified WBMOD models were used for the axial ratios (a and b) and the
in situ drift velocity. The pattern in this plot is a function of the
orientation of the DMSP orbit with respect to the geomagnetlic field

B (e

and the orientation and axial ratios of the irregularities. In the )
equatorial region, the velocities are 1low because (1) the angle .
between the orbital plane and the geomagnetic field direction is small \
and (2) the irregularities in the equatorial region are elongated rods o
aligned with the geomagnetic field direction. Thus the satellite 1is _ f

moving along the long axis of the irregularities, resulting in a low
Vp: The increase in Vo with apex latitude is due primarily to the
changing angle between the satellite velocity vector and the A
geomagnetic field vector. The sudden "spreading" of the Vp curve at
high latitudes is due to (1) the addition of an appreciable in situ

drift velocity as the satellite enters the high-latitude convection
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Scatter plot of the parameter V, as a function of apex latitude
for 14 dawn-dusk and 14 noon-m18n1ght DMSP orbits.
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pattern and (2) the introduction of sheet-like irreqularities (b>1) in
certain sections of the auroral zone. [Note: In the model used for
axial ratio b, sheet-like irregularities are confined to the evening
side of the auroral oval (roughly 1800-2400 magnetic local time
(MLT)).] As we shall see later, the effect of the sheet-like 0
irregularities is to reduce the calculated Vp-

In order to estimate the effects of errors in a and b, Vp was
calculated for the dawn-dusk (0600LT) cases used in generating Figure
9 with induced "errors" of +-50% in each axial ratio, and the percent
error in Vp was calculated. The results are shown in the two scatter
plots in Figure 10. As can be seen in the upper plot in this figure, !
Vo is very insensitive to errurs in a except for a few cases near the
magnetic equator. All but 3 of 1440 data points resulted in an error '
in vp of less than 5%, and the maximum error in vp was 26%. On the E
other hand, v, can be very sensitive to errors in axial ratio b, as ;
can be seen in the lower plot in Figure 10. [Note: Errors were .
introduced only in those cases where b>!, and b was not alloved to be
less than 1.] The bulk of the errors is still below 5% (96% of the
errors at all latitudes, and 88% of the errors for latitudes »>60
degrees, were below 5%); however, the range in Vp errors is now -35%
to +100%. Fortunately, the area where sheet-like irregularities exist
appears to bz limited to the evening-side auroral oval (Fremouw, f.
private correspondence); unfortunately, this is an area of interest.

A second error which involves the axial ratios 1is specifying

sheet-like irregularities where the irreqularities are actually rod- '3
like, and vice versa. Figure 11 is a scatter plot of Vp percent error :
for the same cases used in Figure 10 when b is set to 1.0 everywhers. 'é
The range of errors 1is now 0% to over 300%, with 95%% of the total
distribution, and 84% of the distribution at latitudes A0 deqrees, %
with errors «5%, Figure 12 shows the effect of foreing rod- like ﬁ
irregularities everywhere on Vp* The upper plot shows Vi craleulat edd é
using the mndel for b for the dawn-dusk orbits, and thoe lower plot -
shows Vp calculated for b-t. Removing the =heet like lrregularitics ;:
shifts all values of Vp above 6000 m/s. Again, the locaticns and :'

~
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times where the largest errors occur will be limited, but they are in
latitude regimes of interest.

A second potential source of error in Vp igs errors 1n the
measured, or modeled, values of the in situ drift velocity. Figure !3
shows the effect on Vp of removing the drift velocity from the
calculation. The errors range from +-25% at high latitudes to +-100%
at equatorial latitudes. The overall RMS error was 10%, with 16% at
equatorial latitudes and 8% at high latitudes. The larger errors at
equatorial latitudes are due to the east-west component of the drift
velocity, which changes the angle bhetween the vector velocity of the
irregularities with respect to the satellite and the local geomagnetic
field vector. When this angle is small to begin with, as is the case

for DMSP orbits in the equatorial region, Vp is very sensitive to this
angle.

The effects of errors in the horizontal drift velocities in the
across- (up) and along- (uy) orbit track are shown in Figure 14. The
upper plot shows the errors introduced by +-50% errors in u, and the
lover plot for +-50% errors in Up . [Note: Errors in Vp introduced by
errors in the vertical component of the drift velocity, u,, were
routinely <1%,] The errors induced in Vp by errors in u, are small at
equatorial and mid latitudes (¢1%), and are bounded by +-15% at high
latitudes. The errors induced by errors in up are smaller at high
latitudes (<10%), but can be much larger in the equatorial region (up
to 60%) for the reasons discussed in the previous paragraph. The
overall/equatorial/high latitude RMS values for the two cases were
78/9%/2% for errors in up and 2%/¢1%/4% for errors in u,.

Although it 1is relatively straightforward to estimate the
propagation of errors from the axial ratios or the drift velocities to
vp, it is not so simple to make estimates of what errors are to be
expected in the parameters themselves. Both axial ratios must be
provided from a model (taken from the WBMOD scintillation model and
slightly modified) which is based on values inferred from observations
of phase scintillation rather than direct observations of these
parameters. While it appears errors in axial ratio a will not
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Figure 13. Effect of removing in-situ drift velocity on parameter Vp.
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Figure 14, Effect of +50% errors in the horizontal cross-orbit (upper
plot) and along-orbit (lower plot) drift velocities on
parameter Vp.
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drastically effect vp, errors in axial ratio b can cause errors in Vp f
greater than 100%. Unfortunately, there is more confidence in the ﬁn
modcl for a than for b, and no gocd estimate of how "bad" the model
for b is. The estimate of +-50% used in the parametric study is ;;
°  probably as good as any at this time. 5?
o
The outlook 1is not quite so bleak for estimating errors in the ﬁl
drift velocities, assuming that drift velocity measurements are ﬁf
available from the SSIES Drift Meter (DM) and Retarding Potential E:E
Bnalyzer (KPA) sensors. The DM sensor will provide estimates of uj %
and u,, and the RPA will provide u,. In parametric studies conducted gﬁ
while developing software to process these data,l’) it was found that '%
the probable minimum RMS error in these measurements was 30 m/s for %A‘
the DM measurements and 100 m/s for the RPA measurement. Figure 1% O

ghows the percent error in Vp for the dawn-dusk orbits for errors of 'ﬁ
+-50 m/8 in up and u, and +-150 m/s in u,. The *-2% offsets shown in

the figure are due to the errors in u,, and the scatter at equatorial $;
and high latitudes is due to errors in up. The RMS error at all '$
latitudes is 2%, dominated by the error in u,, and the 99th percentile ﬁ
is about 6%, A
&)

If the drift velocities are not available, however, errors on the '%
order of those shown in Figure 13 must be accepted or a model for the Q
drift velocity must be used. While it is unlikely that a simple model i

will provide accurate drift velocity measurements at high latitudes,
it may be possible to model the equatorial east-west drifts to within
50%., Figure 16 shows the expected errors in Vo for the case where no
drift velocities are used at high 1latitudes, and a model with "
accuracies of +-50% is used at equatorial latitudes. The RMS errors et
in Vp for this case are 7% for all latitudes, 9% at equatorial

N
latitudes, and 8% at high latitudes with 99th percentile values of $E
about 25%, .
N .
In summary, the expected errors in Vp are as follows: i
‘ a. If reasonably gnod observations of the in situ drift 5&
velocities are available, errors in Vb will be on the order of a few “,
percent at equatorial and mid latitudes and at high latitudes where ol
W
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the irregularities are rod-like. At high latitudes, where they may be

gheet-like (most probably in the evening-side of the auroral oval),

the RMS errors will be on the order of 15-25%, with errors greater
than 100% not uncommon, due strictly to uncertainties in (1) where to

switch from rods to sheets and (2) the value to use for axial ratio b

for sheet-likxe irregularities.

" b. If observations are not available, the expected RMS errors in
both the equatorial region and the high latitude region (away from the
region of sheet-like irregularities) increase to about 10% due to
uncertainties in the drift velocities. Errors in the high latitude

region where sheet-like irregularities may be found will probably
increase to 20-~30%.

Figure 17 «closes the loop on this part of the study,

demonstrating the expected RMS error in Cp for a given RMB error in

Vp* The RM3 ACy values were calculated using the assumed

distribution of q used in the previous calculations (a gaussian

distribution centered at 1.8, with 1/e-width of 0.6). In the range -

20% to +20%, the relationship between the two is nearlv linear, so the

' exXpected errors in Vp described in the previous paragraph are fairly
good estimates for the expected RMS errors in Cy due to orrorsg in vp.

3.5 Summary of Cx Uncertainties

In the preceding sections we found that the expected errors in Cy
due to processing-induced errors in q and Ty or in q and {, are on the
order of 5-10%, and the errors due to errors/uncertainties in the
calculated value of vp range from a few percent to over 100%. It is
not surprising, therefore, to find that the controlling factor on how
accurately Cy can be measured is the uncertainties in vp. This can be
seen in Tables 3a and 3b, which summarize the expected uncertainties
in Cx as a function of v, and Av, for each of the two methods of
<calculating Cy. When the uncertainties in vp are lew, J.e. when the
axial ratios and in situ drift velocities are determined accurately,
the uncertainties in Cp will be on the order of 5-15%, Thig will
usually be the case in the equatorial regions. As the uncertainties
in vp increase, however, the uncertainties in Cy will increase roughly ‘

R
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EFFECT OF Vp ERRORS ON Ck
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Figure 17. Effect of errors in parameter V_ on Ck‘

p
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TABLE 3a. Variation of AC, (%) as a function of v, and ‘
Avp for C, calculated from T; and q. '
Avp e ——— AQp ~emrmmncmmcmmeaaeee

1000. 2000 3000. 4000. 5000. 6000. 7000.

5.0 7.5 7.0 7.5 8.2 8.8 9.3 9.9
1%.0 14.9 14.5 14.8 15.1 15.4 15.8 16.1 i
25.0 24.8 24.5 W.6 24.8 25.0 28.2 25.5 !
50.0 66.5 65.9 65.8 65.8 65.9 66.0 66.1 i

TABLE 3b. Variation of AC

(%) as a functlog of Vo and

AvP for €, calculated from AN, and’ q

AVP --------- - e 00 > o o - Ac --------------------
1000. 2000. 3000. 4000 5000. 6000 7000. \
5.0 7.3 8.9 10.3 11.3 12.4 13.1 13.8 |
15.0  14.6 15.5 16.4 17.2 17.9 18.5 19.0 '
25.0  24.4 2%.1 25.7 26.3 26.8 27.3 27.7 :

80.0 65.6 65%.9 66.3 66.7 67.1 67.5 67.8
i
*
]
\
)
]
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linearly in Avp. This will occur in those regions where the shape of ¢
the irregularities is in question, i.e. whether they are rod-like or
sheet~-1ike, and where the in situ drift velocities are not wvell
observed or modeled. These uncertainties will be greatest at high f
latitudes, particularly (1) during geomagnetic disturbances, when the .
drift velocities become difficult to measure or model, (2) in and
near the evening sector of the auroral oval, where sheet-like
irregularities are found, and (3) near the dayside cusp and nightside
exit regions of the high-latitude convection pattern and the velocity
shear regions near the boundaries of the high-latitude current

systems, where the drift velocities can change dramatically both in
gspace and time.

- . T
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4. PARAMETRIC STUDIES: UNCERTAINTIES IN CyL

The objective of the second phase of parametric studies was to
determine the level of uncertainty in estimates of CyL made from the
estimate of Cy at an altitude of (nominally) 830km. Two studies were
planned, one focusing on the effects of uncertainties in the variation
of the background ilonospheric electron density with height, and the
second on the effects of uncertainties in the variation of the
irregularity distribution with altitude. The first study was
complated during the period covered by this report, the second will be
completed during the next contract year.

4.1 Calculation of CyxL From Cy

In order to calculate an estimate of CyL fxrom an observation of
Cx at some altitude, hg, the following assumptions must be made:

(1) The geometry of the irregularities and Lhe slope of the PDS
of the irregqularities ara relrtively constant throughout the
irregularity layer.

(2) The variation of Cy, or <ANg?>, with altitude is known.

(3) The altitude at which the measuraement is made is within the
irregularity layer.

(4) The measured Cy is representative of conditions throughout
the irregularity layer.

(For the time being, we will heg the issue as to whether any of these
assumptions are valid or warranted but will accept them as beilng
reasonable.) Assuming that the irregularity PDS and geometry remain

fairly constant throughout the irregularity layer, Cy can be related
te CyL through

hy |
CyL = { Cy(h) dh (s’
b

where hy and hy are the top and bottom of the irregularity layer.
Since Cy is proporticnal to <AN62>, this can be rewritten
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Aht<AN°2> dh ]
S 2 (6] :
L] . |'

where Cyp(hg) and ¢ANg?>, are measured at the satellite altitude. At
this point some model for the height variation of <ANe2> is required. W

The model for <AN92> must specify (1) thea height range over v

which irregularities are found (hy and hy), and (2) the variation of v
<AN,2> over that range. A rample model would be to assume that the 3
irregularity layer extends trom hpF2 to the satellite height, hg, and !
that <AN‘2>'/2/N‘ remains constant throughout the layer. For this "

case, Equation {6] becomes

2

hf" Ng2(h) dh 3

s (hg) [7] "

CxL = ¢ h 7 ‘?u

X Ng2(hg) k' Te i

.:

U

which depends solely un the topside electron density profile between ,;
)

hpF2 and the satellite altitude. While this sole dependence on N,(h) "
is due to the assumed variation of <AN92> with height, it is not .

unreasonable to assume that the conversion of C), to CyL will depend in

some way on the topside electron density profile. N
!

An effective irregularity-layer thickness paramater, Lggg, can be !
defined as the ratio of CyL to Cyl(hg). From Equation [7], valid for !5

. 1 h Ir

the case ¢ANg2>'/2/N_ = constant, Lggs is then o
"

.(

Abg Ng2(h) dh v

F2 i

m .

Lff = . [.".] '
© Ng2(hg)
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The calculation of CyL from Cp is then just
CxL = Cx(hg)Lgst- (ol

For a simple Chapman-layer topside with a constant scale height, the
integral in Equation [8] can be evaluated analytically to provide

(10]

NpF2 12
Lete ~ 7H [ ]

vhere vy is a function of the height of the satellite above the F2
peak and the scale height given by

Yy = [Ll..-—:] l‘-(uﬂ-z, - %:I
4
{ [(h,-hmpz)]
Ug =~ 2 exp —-~——:r———-},

and N,F2 is the denslity at the F2 peak.

The form of Equation [10n] suggests the definition of a normalized
effective layer-thickness, <Lggs>, in which the ratio of the electron
density at the satellite to that at the peak is removed. This
parameter would then be defined by

‘Nglhg)]?
(Lggg> = Leg g (vl
Ny F2

and the Equation [9] could be rewritten

No(hg) |2
CRL <+ Ck(hl‘&) e ‘Leff)' [12]

NpF2

[Note that for the Chapman profile case, <Lggg> is just 1H.]

41

L A LY
O T P P W AT ST W o Wy Lalla

MR A AT M RO N -o .. o ':":ﬂ. ;“';“ o L ..,.! X .




4.2 Uncertainties Due to Profile Model

The study of the effects of errors in parameters which define the
topside electron density profile will focus on the variation of the
two layer-thickness parameters, as defined by Equations [7] (Lggs) and
[(11) (<Lqgg>), as functions of t,F2, hpF2, Y., hp, and Ng(hg). The
profile model described in the previous section of this report, and

the <ANg2>1/2/N, = constant model for the height variation of <ANg?»,
were used for this study.

Rather than look at the variation of errors all along a DMSP
orbit, it was decided to focus on those latitudes and local times
along the orbits at which measurable levels of scintillation can be
expected. Table 4 lists the latitudes and local times selected
(basically equatorial at 2200LT, and auroral at all local times), the
foF2, hpF2, Y¢, and hp values used to construct the base profiles, and
the values for Lgge and <Lggeg> for the base profiles. (Note:
Initially a much larger number of profiles were to be processad, but
the results were not much different from profile to profile and are
well represented by the profiles listed in Table 4.) The variation of Y

Lett and <Lgge> with each parameter listed above wvas calculated as ~
follovs:

(1) A base profile was constructed using £, F2, hyF2, Y:, and hnm
from Table 4. Values for Nua(hg), Lggs, and <L,gg> were calculated for
this profile. '
(2) The parameter selected was varied from -20% to +20% of the
initial value in 5% steps. :
(3) The profile was adjusted to fit the data set consisting of
toF2, hypF2, Yy, hp, and Ng(hgi by iteratively changing the uwp and 4
profile parameters until Ng(hg) calculated from the new profile was \
within 0.1% of the desired value. 3
(4) values for Lgps and <Lggg> were calculated for the new ‘
profile, and the percent change from the corresponding values for the ;
base profile were calculated. '3
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TABLE 4. Profile parameters for L,sp parameteric studies and
the values for L sr and (L,¢e> for each basic profile.

Auracal.Caass

Casa £°F2 hmr2 Yt hT LT L.ff (L‘f!)
A-01 1.3 1238 100 1200 0600 5.44B4 89.3
A-02 1.5 223 100 1200 1000 2.61E+4 96.7
A-03 1.9 P¥} ] 100 1200 1800 3.16E+4 91.9
A-04 1.5 228 100 1200 2200 1.)1E+S 81.2
A=-03 3.0 278 115 1200 0600 2.718+4 96.4
A-06 3.0 27% 118 1200 1000 1.418+4 106.0
A=07 3.0 278 115 1200 1800 1.63R+4 103.1
A-08 3.0 278 118 1200 2200 4.89R4 88.4
A-0% 6.0 %0 130 1200 0600 9.82B+3 118.2
A-10 6.0 3s0 150 1200 1000 9.93R.3 125.8
A-11 6.0 350 130 1200 1800 6.60E+3 123.9
A=12 6.0 350 150 1200 2200 1.48Be4 107.9
MHsz km km km HHMM km km
Equatorial _Cazax
Case chz hnr2 Yt hT LT L.ff <Llff)
B-01 5.0 alo 120 600 2200 2.728+4 77.9
E-02 5.0 310 120 800 2200 Gol4R+S 74.3
E-03 5.0 a1o 120 1000 2200 Q,B0E«5 6.3
E-04 8.0 310 120 1200 2200 1.04E+6 76.3
E-05 10.0 400 130 600 2200 3.78E+3 101.7
E-06 10.0 400 150 800 2200 4.B88E+4 91.8
E-07 10.0 400 150 1000 2200 1.15%.% 91.4
E-08 10.0 400 150 1200 2200 1.22R.8% 91.4
E-09 15.0 430 233 600 2200 1.25K4) 162.2
E«10 13.0 430 233 800 2200 N.64E+] 134.9
E-11 15.0 450 235 1000 2200 2.20B+4 133.3
E-12 15.0 450 238 1200 2200 2.34B+4 133.3
MHx km km kin HHMM km km
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Each of the 24 profile sets listed in Table 4 were processed in this
fashion, and statistics for the percent variation in Lggs and <Lggg>
were generated for the Auroral and Equatorial cases separately and
together. Figure 18 shows samples of the basic profile (solid line)
and the +20% profiles (dotted lines) for all parameters. The profile
case used 1s labeled in each plot.

Summaries of the results are given in Table 5 for the Auroral
cases, Table 6 for the Equatorial cases, and Table 7 for all cases
combined. The tables list the average, variance, maximunm, and
minimum values for ALges and AcLggs> (%) for the aggregate set under

each category. The results for Lggs shown in these tables can he
summarized as follows:

(1) tyF2. Uncertalnties in this parameter resulted in the
largest corresponding uncertainties in L,ge, with a range of 55% to
+100%, This is unfortunate, as there will probably be no direct
observation of this parameter over most of the DMSP orbit.

(2) hpF2. Although the changes to the profile shape are the
most dramatic for this parameter (see Figure 18), the effect of
uncertainties in hpF2 on Lgg¢ are much smaller than the effects of
uncertainties in either f4,F2 or Nglhgl). ‘‘he maximum error in Lgss was
+17%, obtained from a (probably) pathological case with high hyF2 and
Yy values and a low hyp value (E-19). With the exception of thie one
case, the maximum values for ALgse were all less than 10%,

(3) hp. The effect of uncertainties in hp on Lgee was largely a
function of whether hp was below or just above the height of the
satellite. The effacts were very small for all Auroral cases for
which hy was set to 1200km, and were large only for those Equatorial
cases for which hp was below 1000km. Even for these cases, however,
the maximum error in Lggss due to uncertainties in hy was conly +10% for
+20% errors in hp. On average, the expected errors in Lg¢s¢ due to
uncertainty in hp should not exceed a few percent.

(4) Y4. Thie parameter was the only one to show a significant
and systematic difference between the Auroral and Equatorial cases.
For the Auroral cases, the effects of uncertainties in Yy were
comparable to those due to uncertainties in hyF2 with a range of -6%
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TABLE 5a. Summary of results for parameter L,g¢ (Auroral).

Average Alges (%)

o,
PARAMETER  -20%  -15%  -10% 5% e5%  +10%  +15%  +20% o
A
£,F2 -52.4 -42.0 -30.0 -16.0 18,3  39.0  62.6  89.1 B
hF2 6.9 5.2 3.4 1.7 -1.7  =3.3  -4.B 6.2 5
hy -2.5  -1.6 =09 0.4 0.3 0.5 0.7 0.8 o
' -6.3  ~4.9  -3.3  -1.7 1.7 3.4 5.4 7.3 ",
Ng(hg) 471 324 19.9 9.2 -8.1 -15.0 -21.1 =26.6 o
3
N
N‘l
RMS AL.fg (x) ::;.
PARAMETER ~20% -15% -10% ~5% +5% +10% +15% +20% ;
RN o e 55
{
£ P2 14 1.2 09 05 0.6 1.3 2.2 3.2 R
hy?2 1.9 1.3 0.7 03 0.3 0.6 0.9 1.2 N
hy 0.3 0.2 0.1 0. 0.1 0.1 0.1 0.2 s
Yy 1.2 0.9 0.6 0.3 03 0.7 09 1.3 o
Ng(hy) 1.6 1.1 0.6 0.3 0.2 0.5 0.6 0.8 b,
)
i
s
Minimum ALyege (%) "
(N
PARAMETER  -20%  -15%  -10%  =5%  +5%  +10%  +15%  +20% »
(I
£ 72 -50.1 -40.2 -28.7 -15.3 17.5  37.3  59.8  85.0 o
hsz 2!‘0 2n2 1-6 019 1.0 -2.1 "3-2 ~4.1 :;'
hy 1.9 -1.2 =07 -0.3 0.2 .3 0.4 0.5 "
Ty -4.7 =36 -2.4 1.2 1.3 2.5 4.0 5.5 3
Ne(hy) 45.0  30.9  19.0 8 -7.8 -l4.3 -20.2 -25.4 o
9
(]
v
l‘:
Maximum AlLgge (%) E.
(]
PARAMETER  -20%  -15%  -10% 5% 5% o108  +15%  +20% N
—— —— —— - o - e X
(>
£ F2 -54.5  -43.8  -31.4 -16.8  19.2  40.9  65.8  93.7 L
hgF2 9.9 7.2 4.6 2.3 2.2 b4 =64 -B.S ]
hop -3.0 -1.9 -1.1 0.5 0.4 0.7 0.9 1.0 b,
Y, -9.0  -6.8  -4.8  -2.4 2.3 4.9 7.5 10.1 N
Ne(hg) 49.4 3.0 20.8 9.6  -8.4 -15.7 -22.1 -27.8 W
S
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+20%

+15%

+10%

+5%

Average A¢Lyegd> (%)
-10% -5%

-15%

TABLE 5b. Summary of results for parameter <¢Lggy> (Auroral).
-20%
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TABLE 6a. Summary of results for parameter lLgpr (Equatorlal).

Average ALgge (%)

PARAMETER -20% -15% -10% -5% 31 +10% «15% +20%
foFQ -56.4 ~44.8 «32.2 «17.3 20.0 42.8 A9.2 99.0
hmFZ 7!2 501 3'3 1'6 "1-7 ‘-300 -l‘.], "5‘3
hoy 3.9 -3.2 <18 -1.0 0.8 1.7 2.4 3.0
Y, -12.4 -9.4 -6.4 -3.2 3aa 6.6 10.0 13.5
N.(h.) 51.9 35.5 21.7 10.0 -8.7 -~16.2 «22.8 -28.6

RMS ALggg (%)

PARAMETER -20% =15% -10% , -5% *3K «10% +15% +20%
1,72 22 3.0 2.2 1.2 L. 2.3 46 6.3
hﬁ?? 4.0 2.6 1.7 0.9 0.7 1.3 1.6 1.9
hy 37 2.7 2.0 1.0 09 2.0 2.9 3.8
Y, 2.0 1.3 1.0 0.5 0.5 1.0 1.4 1.9
Ny Chy) 35 2.4 1.5 07 06 L1l 1.6 2.0

Minimum AL ye (%)

PARAMETER «-20% -18% =10% -3% + 5% +10% +15% +20%
f°F2 ~-850.v -36.5% «26.2 ~14.2 16.3 35.3 57.1 82.4
hmF2 4.6 3.1 2.1 0.9 1.1 -1.9 ~%.8 -3.8
hT -G, 3 -0.2 =5.7 0.0 0.0 00 0.0 0.0
Ye <g.1 «6.3 4.2 -2.2 2.2 4.8 6.9 9.%
N.(h,) 42.8 29.2 17.7 8.2 «7.1 ~-13.3 -18.5 «23.3

Maximum AL.:: (%)

PARAMETER -20% ~15% ~10% ~5% +5% +10% +19%% «20%
foF2 -57.6 -46.5 -33.5 ~18.0 20.8 44.7 72.3 103.5
hmFQ 17.7 11.6 7.5 3.7 -3.4 ~-5.9 -8.9 -10.5
hT ~10.6 -8.4 0.6 -3.0 2.7 8.7 8.4 10.9
Yt -15.1 -11.5% -7.7 ~-3.9 3.9 7.9 11.9 16.1
Ng(hg)  54.1  37.0 22,7 10.5  -9.2 -16.8 -23.7 -29.7
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TABLE 6b. Summary of results for pa-ameter cLgse> (Equatorial).

Average AcLgge> (%)

+15% +20%

+10%

~-15% -10%

-20%

PARAMETER

ccccc

RMS AcLggg> (%)

-15% -10% -3% + 5% «10% +15% «20%

—20“

PARAMETER

Minimum AcLgpe> (%)

+20%

+15%

«10%

-13% =10%

-20%

PARAMETER

Maximum A<L¢£g> (%)

nnnnn

~13% ~10%

-20%

PARAMETER
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TABLE 7a. Summary of results for parameter L.gs (All cases) . X

}. Average ALggp (%) e

PARAMETER  -20% -15% -10% -5% +5% +10% +15% +20% K

£,F2 -54.3  -43.4 =311 -16.7 19.1  40.9  65.9  94.1 g
hyF2 7.0 5.2 3.4 1.6 =17 3.2 4.5 5.8 z

hy 3.1 -2.3  -l.4 =07 0.6 11 15 1.9

Yy -9.3 7.1 -4.8 -2.4 2.3 8.0 7.7 10.4 X

Ne(h,)  49.5  33.9 208 9.6 -B.4  -15.6 -22.0 -27:6 o

PARAMETER  -20% -13% -10% 5% +5% +10% +13% +20%

£,r2 2.7 2.7 2.0 1.1 .13 2.9 4.9 7.1 N
hpF2 3.1 2.1 1.3 0.7 0.6 1.1 1.3 1.7
hp 2.5 2.1 1.8 0.8 0.7 1.3 2.2 2.9
Ye 3.4 2.6 1.7 0.9 0.9 1.8 2.6 3.5
Ng(hy) 3.6 2.4 1.5 0.7 0.6 1.0 1.4 1.8
Minimum OLgpe (%)

PARAMETER  -20% -18% -10% ~5% +5% +10% +«15% +20%
f,F2 -50.0 -36.% -26.2 -14.2 16.3 35.3 57.1 82.4
hnr2 2-‘. 2'? 1'6 019 -1-0 “'1!9 -2'8 '3-8
hr -0.3 «0.2 -5.7 0.0 0.0 0.0 0.0 0.0
Yt -‘007 '3'6 ‘20“ -1'2 ]'3 2!5 ‘0!0 5'5
Ng(hg) 42.8 29.2 17.7 6.2 -7.1  -13.3 -18.5 -23.3

Maximum ALgee (%)

PARAMETER  -20% «15% -10% -5% +5% +10% +15% «20%
P -857.6 «~46.5 -33.3 -18.0 0.8 44.? 72.3 103.5
hpF2 17.7 11.6 7.5 3.7 3.4 -5.9 -8.%5 ~10.3
hy -10.6 -8.4 0.6 -3.0 2.7 5.7 8.4 10.9
Yt -15.1 "11-5 "7'7 -3-9 3-9 7‘9 11-9 1601
Ng(hy) 854.1 7.0 22.7 10.5 -9.2 -16.8 -23.7 -29.7
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to +7%, For the Equatorial cases, however, the AL ¢ values vere
twice that of the Auroral cases, with a range of -12% to +14%,

(5) Nglhg). The effects of uncertainties in this parameter on
Lgt¢ were second only to the effects of uncertainties in f F2, ranging
trom roughly +50% to -30W. Fortunately, this parameter will be
measured directly at the satellite with a probable error of +5% or so,
which translates to an uncertainty in Lggs of roughly +108%,

The results for AcLgss> were similar, with the notable exception
of the level of effects due to uncertainties in the two density
parameters, f,F2 and Ng(hg). With the removal of the density ratio
trom Lggs, the effects of +20% errors in these two parameters drop to
ranges of +12% to -6% and -4% to +4% for £ F2 and Ng(hg),
raspactively. The results for the other parameters were identical to
those for Lggs since both £,F2 and Nglhg) were held constant (or
nearly so) for these casges,.

The main difficulty in using these results is assessing what
level of errcrs to expect in each of the parameters and how they may
be correlated with one another. For example, errors in either £ F2 or
Ng(hg) result in large errors in both Lg¢s and CyL. However, if the
errors in these parameters are strongly correlated such that the ratio
between Ngy(hg) and N,F2 is nearly constant, the errors in CyL will be,
at moat, more on the level of those found in <(Lggg>. This was
actually done for case E-07, i.e. f,F2 waus stepped from -20% to +20%
and Ng(hg) was changed to keep the density ratio constant, and the
error in Lgogy was zero. We can, however, at least make the following
observations:

(1) The most crucial profile parameters for making accurate
estimates of CyL, assuming that the variation of <ANg2> with height
is described by <ANg?>'/2/N, = constant, are the electron density at
the profile peak and at the satellite. Errors of +20% in these can
lead to errors in CyL of a factor of 2.

(2) Errors in hp will have no appreciable effect on CyL unless
the transition height occurs near or below the satellite altitude.
This should only be a problem during night in the equatorial region
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during periods of low sungpot number, and the effect on CyL should not
exceed roughly 10%,

(3) The effect of errors in the height and shape of the peak
(hpF2 and Y,) on CylL will typically not exceed 5-8%.

(4) Noting that (a) the range of <Lgss> 18 also much less than
that of Lgse, and (b) the lesser effect of errors in the two density
parameters on <Lgge>, it may make sense to develop a global model for
<Lggg> and couple it with observations of Ng(hg) and values for f,F2
from a good model or analysis to calculate CyL rather than attempting
t> model or calculate Lggs directly.

In cloeing, it should be remembered that these results pertain
only to the case where (1) the satellite is within the irregularity
layer and has taken a sample representative of the entire layer, (2)
the height distribution of the dirregularities can be modeled by
ANg2>1/2/Ngy = constant in a layer between h,F2 and h,, and (3) the
height variation of the electron density profile in the topside can be
approximated by a two-componant plasma (0+ and H+) in diffusive
equilibrium,
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5, CONCLUSION

This report presented the results of studies conducted during the
firsy year of this project aimed at developing methods for calculating
estimates of the ionospheric irregularity parameter CyL from in situ )
observations of the ionoaphere from the DMSP SSIES sensor package. It '
wvas found that the two methods for calculating Cp from the ion density 5
data had the same levels of uncertainty in the final value for Cy as -

lonqg _as the data were properly processed. The processing methods
found to provide the best estimates for Cy were as follows: ‘

(1) Ty/q method. Detrend the data set using (at least) a
quadratic detrender; window the data with a 30% split-bell cosine
taper; calculate and estimate the PDS using an FFT of the windoved
data; smooth the PDS using a 5-point, centered, binomial-weight
smoother; calculate estimates of Ty, and q from a log-linear least-
squares fit to the smoothed PDS over the frequency range 0.5-7.0 Hz.

(2) <ANg2>/q method. Detrend the data using a Fourier-type
detrender; calculate <AN‘2> from tha detrended data set; calculate an
estimate for ¢ using the detrended data and the procedures described N
above for the T,/q method. |

" S e~ -

-

Pl

The critical element for the T,/q method is that the data need to be
windoved prior to the FFT and the resulting PDS smoothad prior to the
log-linear fit to obtain the best estimates for T, and q. For the
<AN‘2>/q method, the critical elements are to (1) use a frequency-
domain filter for detrending so that the cutoff frequency is well
defined, and (2) use an observed value for q rather than a mean, or 3
modeled, valuse. Using these processing methods, the resulting \
uncertainties in Cy due to uncertainties in parameters obtained from

the density data set are on the order of 5 to 10%. 4

e A S A

The effucts of uncertainties in the calculated value of the
effoctive probe velocity, Vpr on Cy were also investigated, and were
found to produce uncertainties in Cp in a range from a few percent to
over 100%. The main sources of uncertainty in Vp are the shape of the
irregularities (rod-like or sheet-1like) and the in situ drift velocity \
of the irregularities.
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The total level of uncertainties in Cy from all sourcas was found '
to be a8 follows:

(1) Equatorial. Uncertainties should be on the order of 5 to 10% . ﬁ
when the In gitu drift velocities are known, and 10-20% when they are 3
not. o

(2) Auroral/polar. Uncertainties should be on the order of 5 to A
108 when the In situ drift velocities and the irregularity shape are ?
well known, 15 to 30V when the drift velocit‘es are not well known, ﬁ
and 25 to >100% wvhen neither are well known. 3
In both regimes, the uncertainty in Cy will increase roughly linearly o
with increasing uncertainty in Vp* The largest source of uncertainty 3
is the shape of the irregularities at auroral/polar latitudes. Since o
this cannot be directly measured from the SSIES data set, a good model 2

must be provided for the two axial ratio parameters, a and b.

-

3

. fo!.

A method was developed for calculating an estimate for CpL from :?

Cx at the satellite altitude. Two "layer thickness" parameters were h
defined, an effective layer thickness, Lgss, defined such that f
W,

CkL = CxXLggs .3:

.l:‘.

and a normalized effective layer thickness, <Lygg¢>, defined by e
(Legg> = [N‘(hs)/NmFZJXLgft. ",
o

Both are functions of the altitude range of the irregularity layer and X
the altitude variation of <ANg%> within the layer. A parametric :ﬁ
study or uncertainties in Lgss and <Lggp> was conducted in which the ﬁ
irregularity layer was assumed to extend from the F2-layer peak to the ?
altitude of the satellite, <AN°2>‘/2/Na was assumed to be constant _ é
vith altitude throughout the layer, and the background ionospheric !Q
electron density was modeled by an adjustable diffusive-equilibrium 'a
d.stribution. -
=

-
)
N
N
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The major results of this study were:

(1) The most crucial profile parameters for making accurate
estimates of CyL are the electron density at the F2-layer peak and at
the satellite altitude. Errors of only 200 in £ F2 can result in 100%
errors in CyL.

‘ (2) The effects of errors in the densities are much less on
<Leg¢> due to the decoupling of the densities from this parameter.

(3) The effects of +20% errors in all other profile parameters
resulted in less than 10V errors in CyL.

Based on this study, future development of techniques for convertiny
Cx to CyxL will focus on developing a global model for <Lgss> which can
be coupled to an external source for the densities to calculate Lggs.
This investigation of the uncertainties in the conversion of Cy to CyL
will be continued in the next year with a study of the effects of
uncertainties in the height distribution of the irregularities.

" e
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Appendix A. Data Sets Used in Studies
A.V' Simulated Data Sets

In order to measure the effectiveness and accuracy of the various
techniques used in calculating Cy from a plasma density data sample,
tvo. sets of simulated density data with known spectral characteristics
were generated. Such a data set can be constructed simply from

N/2 2mn
ANn - 2 ay sin [(1-Ai) T + 64 (a-1]
i=1

vhere AN, is the nth density data point in the sample, N is the total
number of points per data =ample, Al is a frequency shilt parameter,
¢y is a random phase shift paramater (range: -r to +r), and a; is the
amplitude. The frequency shift parameter, Ai, subtracted from i in
calculating the argument of the sine function, is used to shift the
powver in the data set to frequencies away from frequencies of the
discrete FFT used to calculate estimates of the spectral density
functions from the data sets. This is done to maximize the effects of
spectral "leakage" betwean spectral tfrequency bins. For example if
Ai = 0, all power is located at the FFT frequencies and no leakage
will occur. If, on the other hand, 4i = 1/2, all pover is located at
fraquencies halfway between the FFT frequencies, which will provide a
measure of the maximum spectral leakage.

The amplitude, aj, is given by
where Af is the frequency step (24/N for SSIES data sets), and 'y is
the desired power density spectrum (PDS) for the sample. For our

studies, we assume that the PDS can be described by a power law of the
form

A-1
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A

whece T, 1s the PDS value at a frequency of 1 Hz and q is the slope of d
- the PDS. The frequencies to use in Equation [A-3] are given by o
& f; o (1-41)Af, so combining Equations ([A-2] and [(A~3], the amplitude

then Lecomes

a; = 2y A£19-1T (4.41)79, (A-4]

As we may want to set up different samples for different levels

of irregularity strength (T;), we define a normalized density sample ]
by :
o AN,

(ANn> R p—— . [A"SJ
T :

R e am ww T e an

Using Equations [A-1], [A-4], and [A-5], the normalized density is
calculated from

( Y, N/2 / 2mn 2
- -{g-1)/2 - -q/2 - — . o
ANp> = 244 D (4-81)7%/264n ((1-81) — +eyf. [A-6) :

1u1 - 3

We can also define a normalized RMSAN,, <RMS>, from

aN_2\1/2 N
<RMS> = L7 = 1,'/2 RMsAN, . [A-7]
N

==

e W
=

" Therefore, given ¢, we can sgpecify a normalized density sample and

RM8; and given T,;, we can calculate the desired density sample and the
RMSAN,, for the sample from

-»_

AN, = T/ N> [A-8]

and
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RMSAN = T,'/2 (RMS> . [A-9]

In the studies presented here, two sample data bases were
constructed containing six 2048-point realizations for each q value in
the set q:q =~ 1.0, 1.2, 1.4, ..., 2.8, 3.0 , one data base for the
zero-leakage case, (AL = 1/2). Figure A-1 shows one of the
realizstions from each data base for q = 1.6, and Figure A-2 shows the
PD8 constructed frcm each realization (note that the PDS for the zero-
lecakaye case 1s shifted up a deczde on the plot). No windowing or
detrending was done in constructing these PDS estimates, and the
effects of the spectral leakage from the maximum-leakage case are
quite evident. Tha variation of RMS ar a function of q for the two
simulation data bases is shown in Figure A-3.

In order to studv detrender effects, it was decided to add more
tarms to Egquation [A-6] with wavelengths longer than the data sample
size, Tha frequencies for these additional terms were selected as
0.254f, 0.54f, and 0.754f. All three are added to the zero-leakage
cases, but only the 0.25Af and 0.754f terms are added to the maximum-
leakage cases, as the 0.54f term has already been included in
Equation [A-6)]. These terms were added on as density trends during
the parametric studies rather than directly to the simulation data
bases. This was done so that the zero-leakage data samples could be
used as "sanity checks" for the processing software, since they should
return a straight-line PDS when the data are nelther detrended nor
windowed, as in Figure A-2.

A.2 WIDEBAND Phase Scintillation Data Set

No in situ plasma density data sets wvere available for this
study. Fortunately, a large body of phase scintillation data is
available at NWRA from both the WIDEBAND and Hilat beacon experiments.
While these data are not direct measures of the one-dimensional in
situ density spectrum, they do provide a measure of the two-
dimensional spectrum and have siwilar characteristics, i.e., they can
be approximated by a red-noise power-law spectrum.
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NORMALIZED DENSITY
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Figure A-1, Data samples from the zero-leakage (upper plot) and maximum-

leakage (lower plot) for q = 1.6
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Figure A-2. Power density spectra of the data in Figure A-1.
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A single WIDEBAND satellite pass at the Poker Flat, Alaska,
receiving site was selected for this study (pass PF-52-47). Figure A~
4 shows plots of the phase data from this pass. The upper plot in
this figure is the raw phase record for the pass. The lower plot is a
detrended phase obtained by removing a lovw-pass trend calculated using
a 6-pole Butterworth filter similar to one usad in routine WIDEBAND
processing. In this case, the 6dB cutoff frequency was set at
0.03333H2 (a 30 second detrend time). For this study, the phase data
are reduced from the full sampling rate of 500Hz down to 25Hz2. A
total of 64 data samples are extracted from the pass by selecting 512~
point data samples at 256-point intervals throughout the pass.
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Figure A-4. Phase scintillation from WIDEBAND/Poker Flat pass PF-52-47.
Upper plot is the raw phase record; lower plot is the detrended
phase obtained by removing a low-pass filter trend.
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Appendix B. Topside Electron Density Model

The ealectron density profile model used in this study was
developed specifically fo:r use with the DMSP SSIES sensor package.l®
The underlying structure of the topside section of the model is that
of a two=-component ionosphere (0O+ and H+) in diffusive equilibrium,
but it has been parameterized to allow the model to be fit to non-
equilibrium conditions. Assuming charge neutrality, the electron
density profile will be identical to the height variation of the
ionospheric plasma density, which for this model is given by

Ng(h) = Np(h) = -{-9-9- ofk [N°<o+>e-‘ﬁwl + NO(H+)0'I] (B-1]
' P

¢ = oy + oq(h-400) [B-2) o
X
where T, 1s tre plasma temperature (Ty+Tq)i Tpo is the plasma :$§
temperature at a reference haight (hgy)s Ny(O+) and Ny(H+) are the Eﬁf
number densities of O+ and H+ at the roterence height; ag, «y, and g L
are profile adjustment parameters; and u and 1 are integral functions :ﬁ%
given by s%:
3
h %
e [ (2)(E) (55) @ (6-3]
ho Ti kTp 1+R :'::‘E.I
. W
I(h) = j (E)dh (B-4] i
hO kTi a.:::'
. i
where m, is the mass of H+, and R is defined as the ratio of N(O+) to -
. N(H+). 1Ion and electron temperatures are obtained from a 1ecent model 'hﬁ
based on an analysis of data from the AE-C satellite.’! The density ?ﬁ:
ratio, R, is based on the 0+ to H+ transition height, hp, defined as o
the height at which N(O+) « N(H+'., This parameter can be either (1) i:'
calculated from observations of N(0O+), N(H+), and Tp from the SSIES '|'
'.v’;:
B-1 v
4%

]
LRI AN ) p 5 Y 8 N ., . m- N . g 0
Ry M MR MN A a1 IR A D XL AR SR B N BT KON PRI '.-.‘!::‘.




RPA sencor, or (2) obtained from an empirical model of hq derived from

published analyses of topside profiles from the Alouette satellites
and RPA data from 0GO-6.(®

The topside model is fit to the F2 peak by means of a parabolic

layer taken from the Bent profile modell® of the form .
h - hpF2 \ 2
Ty

vhere NyF2 and h,F2 are the density and height of the F2 layer peak
and Y, is the parabolic semi-thickness. The Y, parameter can be
elther estimated in the procedure used to (fit the profile to
observations, or obtained from the expressions used in the original
Bent model. Equations [B-1] and [B-5] are fit together at the height
vhere the plasma scale height calculated from the two representations
of Np(h) are equal. This must be calculated iteratively, but rarely
requires more that four or five iterations. This height is also used
as the reference height, hy, for the parameters in Equation [B-1].

For the sake of providing a complete plasma density profile, the
bottomside section of the Air Weather Service (AWS) RBTEC mode) is
used to describe the height variation below the F2 peak.!!"'?  This
model uses three Chapman-function layers to describe the three main
ionospheric layers (E, F1, and F2). The cholce of models for the
bottomgide of the profile has little impact on the present study, as

the irregularity layer is assumed start either at or iust slightly g

below the F2 peak.

A number of techniques were devised for fitting this profile
model to a wide range of input data. For the application at hand, we
will assume that an observation of Np at the satellite altitude is
available, and that an observation of f,F2 and h,F: may or may not be
available. If all three are available, the profile can be adjusted to
fit all three by adjusting any two of the four parameters, Y, 4, ng,
or wy. It either foF2 or hpF2 is missing, a profile can be fit to the
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density at the satellite and the available F2-layer paranmeter
providing an estimate of the missing F2-layer parameter assuming fixed
values for Y, and the three adjustment parameters.
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